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Course Objectives

TRPEFYOMEF LBAREFVREZ > REATETREATRIZ T EH I s
P REA SRR IOFREY > FivM R 2 e dEscikit- learn toolsfrtensorflow® » 1§ i®=
FEFAREIPEEY
Introduce the concept of machine learning and common traditional machine learning
algorithms, and then introduce the steps of data analysis and processing,
visualization, etc., and also introduce neural network and deep learning.
Implementation-related packages include scikit-learn tools and tensorflow, etc. The
hands-on approach familiarizes students with machine learning methods.
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Dept.’ s Education Objectives
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Explore academlc knowledge, utilize professional skills.
o |# BT Y AT RAR AT | | |
Exercise analytical thinking, enhance creative problem solving skills.
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Participate in teamwork, strengthen communication skills.
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A |Ability to integrate knowledge and technologies of computer ®
science and information engineering.
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B [Ability to design and conduct science experiments and to o
validate hypotheses.
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Ability to design and develop computer software and hardware.
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Ability to design and develop team projects.
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E [Ability of analytical thinking, creative research planning, and O
innovative development.
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Course Outline

1. Introduction, History and progress
2.Machine Learning Tools, Scikit-learn tools
3.Decision Tree and Random Forest

4. Regression

5. Support Vector Machine

6. K-Nearest Neighbor Algorithm

7. Bayesian Classifier

8.Data processing and visualization
9. Model Building

10. Unsupervised Learning

11. Neural Network

12. Deep Learning
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Resources Required (e.g. qualifications and expertise, instrument and equipment, etc.)
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Faculty expertise: Artificial Intelligence, Machine Learning
Equipment: Computer classroom
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Course Requirements and Suggested Teaching Methods

5 1@‘-—» ’\4—(E‘_f’r o

){_‘ﬁag FITHAL ) NED RS EEY L ADF IR o

[t 1s advisable to adopt a balanced approach between theory and practice. Each unit
should be accompanied by hands-on practice courses to truly understand the
implementation of machine learning systems.
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