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Course Objectives
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To teach students the theory and practical application ability related to deep
learning technologies as the professional foundation for their future research and
development in machine learning and artificial intelligence.
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Explore academic knowledge, utilize professional skills.
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Exercise analytical thinking, enhance creative problem solving skills.
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S Participate in teamwork, strengthen communication skills.
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A [Ability to integrate knowledge and technologies of computer o
science and information engineering.
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B [Ability to design and conduct science experiments and to o
validate hypotheses.
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Ability to design and develop computer software and hardware.
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Ability to des1gn and develop team projects.
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E [Ability of analytical thinking, creative research planning, and o
innovative development.
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GEREY B A (Introduction to Deep Learning)
R RA SRR e 88 Y g8 2 (Shallow Neural Networks and Backpropagation Learning)
OERE Y AN E % (Program Development Using Deep Learning Frameworks)
. B fA 5 (Convolutional Neural Networks)
. fﬂ%zé; """ % #. (Recurrent Neural Networks)
= H e EL (Generative Adversarial Networks)
s&i%ﬂ%&* (Autoencoder Networks)
.4c53aN5?33?%&* (Reinforcement Learning Networks)
. W §F~ 17 (Regression)
10. %354 2 (Object Recognition)
11. @ pl$ 2 (Object Detection)
12. b ### (Style Transfer)
13. # B#s:# (Machine Translation)
14. B %24 = (Picture Generation)
15. B~ 3 (Figure to Caption)
16. &2 i & * 23 (Miscellaneous Applications)
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Resources Required (e.g. qualifications and expertise, instrument and equipment, etc.)
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Course Requirements and Suggested Teaching Methods
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The classes are lectured by oral presentations with some online tutorial videos as
supplementaries. The evaluation will be done via at least one exam (midterm or final
term) and at least three programming assignments or projects.
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